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Physicians must frequently combine statistical information on prevalence of diseases and on 

medical tests according to Bayes’ theorem in order to arrive at a correct diagnosis. Such decision-

making processes are often associated with significant errors of judgment, which have been 

documented repeatedly with respect to the Bayesian “standard” task (i.e., one disease must be 

diagnosed based on one medical test). In the present contribution, we generalize the Bayesian 

reasoning paradigm to medical situations where more than just one medical test is involved and 

suggest three steps towards a better understanding of that generalized situation, namely, 1) replace 

probabilities with natural frequencies; 2) present a tree diagram containing natural frequencies; 

and 3) highlight the two branches of the tree that are relevant for the requested inference. 

 

BACKGROUND 

In medicine, empirical studies repeatedly show that physicians frequently struggle in their 

decision-making processes when statistical information on the prevalence of a disease must be 

combined with the sensitivities and false-alarm rates of medical tests in order to come up with what 

is known as the positive predictive value (Gigerenzer & Hoffrage, 1995; Hoffrage, Krauss, 

Martignon, & Gigerenzer, 2015). Imagine a woman who participates in a routine screening for 

breast cancer by having a mammogram, with the following statistical information available: 

Breast cancer screening – 1-test case (probability format): 

The probability of having breast cancer for a woman of a particular age group is 1%. The 

probability that a woman with breast cancer will have a positive mammogram is 80%. The 

probability that a woman without breast cancer will have a false-positive mammogram is 9.6%. 

What is the probability that a woman with a positive mammogram actually has breast cancer? 

Most physicians assume this probability to be between 70 and 80 % (Eddy, 1982) although 

the correct solution is about 7.8%. Fortunately, however, there are two strategies for overcoming 

the occurring cognitive illusions (e.g., base rate neglect) and fostering insight into these Bayesian 

“standard” tasks, namely 1) provide statistical information with natural frequencies instead of 

probabilities, and 2) provide visualizations of the statistical information. Let us focus first on the 

strategy of using “natural frequencies”. After translating probabilities into natural frequencies, the 

situation reads: 

Breast cancer screening – 1-test case (natural frequency format): 

100 out of 10,000 women of a particular age group who participate in a routine screening 

have breast cancer. 80 out of 100 women who participate in routine screening and have breast 

cancer will have a positive mammogram. 950 out of 9,900 women who participate in routine 

screening and have no breast cancer will have a false-positive mammogram. How many of the 

women who have participated in a routine screening and received positive mammograms have 

breast cancer? 

A huge number of studies and a recent meta-analysis (McDowell & Jacobs, 2017) confirm 

that more people are able to find the correct solution when all statistical information is presented 

with natural frequencies (Gigerenzer & Hoffrage, 1995). There are multiple studies about the 1-test 

case, but often medical reality is less straightforward–sometimes further test results have to be 

integrated. Fortunately, the natural frequency format is also helpful in scenarios where more than 

one medical test has to be taken into account. Imagine, for example, a breast cancer screening 

where both a mammogram and then, as a next step, a sonogram are conducted: 

Breast cancer screening – 2-test case (probability format): 

The probability of breast cancer for a woman of a particular age group is 1%. The 

probability that a woman with breast cancer will have a positive mammogram is 80%. The 

probability that a woman with breast cancer will have a positive sonogram is 95%. The probability 
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that a woman without breast cancer will have a false-positive mammogram is 9.6%. The 

probability that a woman without breast cancer will have a false-positive sonogram is 7.8%. What 

is the probability that a woman with a positive mammogram and a positive sonogram actually has 

breast cancer? 

The correct solution of this “2-test case” is 50.7%. However, when statistical information is 

provided in probabilities, most people again fail in their decision-making processes (Krauss, 

Martignon, & Hoffrage, 1999; Hoffrage et al., 2015). But here it is again possible to replace 

percentages with natural frequencies: 

Breast cancer screening – 2-test case (natural frequency format): 

100 out of 10,000 women of a particular age group have breast cancer. 80 out of 100 

women with breast cancer have a positive mammogram. 76 out of 80 women with breast cancer 

and a positive mammogram have a positive sonogram. 950 out of 9,900 women without breast 

cancer have a false-positive mammogram. 74 out of 950 women without breast cancer but with a 

positive mammogram have a false-positive sonogram. How many of the women with a positive 

mammogram and a positive sonogram actually have breast cancer? 

 
Figure 1. Natural frequency tree and probability tree for the breast cancer screening problem 

implemented in Study 1. 

 

In natural frequency format, many more people are able to see that 76 out of (76+74) 

women actually have breast cancer (Krauss, Martignon, & Hoffrage, 1999; Hoffrage et al., 2015).  

Another strategy that can improve Bayesian reasoning in the 1-test case is using 

visualizations, for example, tree diagrams (e.g., Binder, Krauss, & Bruckmaier, 2015; Yamagishi, 
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2003; see also Figure 1), 2×2 tables (e.g., Binder, Krauss, & Bruckmaier, 2015; Steckelberg et al., 

2004), frequency grids (e.g., Sedlmeier & Gigerenzer, 2001; Garcia-Retamero & Hoffrage, 2013), 

unit squares (e.g., Böcherer-Linder & Eichler, 2017; Pfannkuch & Budgett, 2016), Euler diagrams 

(Sirota et al., 2014), or icon arrays (e.g., Brase, 2014; Zikmund-Fisher et al., 2014). However, it is 

an open question as to whether tree diagrams (or other visualizations) can also improve Bayesian 

reasoning in the 2-test case. In Study 1 we want to test whether trees are more helpful instead of or 

in addition to textual wordings, and in Study 2 we want to deepen insight into which kind of tree 

diagram is most helpful (see Binder, Krauss, Bruckmaier, & Marienhagen, 2018). 

 

STUDY 1 

In a paper-and-pencil questionnaire, 190 medical students from the University of 

Regensburg worked on two different Bayesian reasoning problems (one of them was the breast 

cancer screening problem with two medical tests as described above). We implemented a 3×2×2 

design with the factors presentation of information (text only vs. tree only vs. text and tree), 

information format (probabilities vs. natural frequencies) and context (breast cancer screening 

problem vs. HIV testing problem). The implemented probability tree and natural frequency tree are 

depicted in Figure 1. 

Each participant received one of the two problem contexts in probability format and the 

other in natural frequency format, with the order of context and information format varied 

systematically. When one of the problems the participant worked on had a certain presentation of 

information (e.g., text only), the other problem contained one of the other remaining types of 

information presentation. 

Figure 2 illustrates the results of Study 1. Providing the information in natural frequency 

format instead of in probability format improved participants’ performance substantially. 

Furthermore, the presentation of a tree diagram with natural frequencies was also helpful for our 

participants. Interestingly, it makes no difference whether the tree diagram is presented in addition 

to or instead of the textual statistical information. The text-and-tree version reached the highest 

performance rate of 48%. With the probability version, however, it does not really matter if a tree 

diagram is provided in addition to or instead of a textual wording. In all probability versions, 

participants’ performance was lower than 10%.  

 
Figure 2. Percentages of correct inferences of the medical students in Study 1 

 

Although natural frequencies and tree diagrams could improve participant performance, 

however, there is still room for improvement (only 48% of the participants could solve the tasks 
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with natural frequency trees). Therefore, we analyzed two modified tree diagrams in the second 

study in order to improve participant performance even more. 

 

STUDY 2 

In a paper-and-pencil questionnaire, 198 medical students (none of whom had participated 

in Study 1) from the University of Regensburg worked on two different Bayesian reasoning 

problems. As in Study 1, we implemented a 3×2×2 design with the factors presentation of 

information (complete tree vs. highlighted tree vs. pruned tree), information format (probabilities 

vs. natural frequencies) and context (breast cancer screening problem vs. HIV testing problem). 

Thus this time, all versions had tree diagrams. The three different implemented natural frequency 

tree diagrams can be seen in Figure 3 (respective probability trees were presented accordingly). 

Again, each participant received one of the two problem contexts in probability format and 

the other in natural frequency format, with the order of context and information format once again 

varied systematically. When one of the problems that a participant worked on had a certain 

presentation of information (e.g., complete tree diagram), the other problem contained one of the 

other remaining types of information presentation. 

 
Figure 3. Natural frequency trees for the breast cancer screening problem presented in Study 2. 
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Figure 4 illustrates the results of Study 2. Again, natural frequency trees helped 

participants in their decision-making processes, whereas probability trees did not and participants’ 

performance was very low in all probability conditions. Highlighting the two relevant branches in 

the natural frequency trees yields the highest performance rates. Interestingly, pruning the tree and 

only showing the question-related branches does not improve the performance over and above the 

level that was reached with a complete tree diagram. In sum, the natural frequency tree with 

highlighted branches was the most help to medical students. 

 
 

Figure 4. Percentages of correct inferences by medical students in Study 2 

 

CONCLUSION 

With respect to medical decision making, understanding the meaning of medical test 

results is crucial for medical students and physicians as well as for patients because it can reduce 

the possible harms of overdiagnosis and overtreatment (Wegwarth & Gigerenzer, 2013) but can 

also reduce the danger of serious diseases being overlooked. 

 
Figure 5. T(h)ree steps to improve Bayesian reasoning 
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It has to be noted that we did not run a training study. However, without training, 67% of 

the participants were able to make correct inferences in Bayesian 2-test cases using highlighted 

natural frequency trees. Consequently, (highlighted) natural frequency trees can be used without 

any prior training and therefore should be implemented in medical textbooks and statistics 

education materials for prospective physicians. 

Figure 5 summarizes the results of Study 1 and Study 2. These results indicate that three 

recommendations can be made for teaching Bayesian reasoning problems: 1) Translate 

(conditional) probabilities into natural frequencies. 2) Present a tree diagram with natural 

frequencies (in addition to or instead of the textual version of the problem). 3) Highlight the two 

branches of the tree diagram that are relevant for answering the question. 
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